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It is now commonplace to perform a priori calculations using either density functional or ab initio theory for
intramolecular electron-transfer coupling strengths within organic molecules, but generally applicable a priori
schemes for intermetallic couplings are yet to be determined. We examine the reasons for this, predominantly
the need to treat solvent effects within the calculation, shortcomings of, or the unavailability of, Koopmans’
theorem (i.e., the need for configuration interaction), and the difficulty of correctly determining ligand orbital
band gaps and positioning metal orbitals within them. In particular, we model the observed intermetallic
coupling in theR,ω-dipyridylpolyene-bridged ruthenium pentaammine series designed by Woitellier, Launay,
and Spangler. After appropriately positioning the metal and ligand orbitals, couplings calculated using Fock
matrices are found to be within 25% of experimental values. However, they attenuate too rapidly with increasing
bridge length. Use of B3LYP Kohn-Sham matrices as replacements of Fock matrices yields much poorer
results, however; the predicted coupling is too strong and even increases for very long bridge lengths.

Introduction

Ligand-bridged bis-metal systems such as the Creutz-Taube
and related ions1 [(NH3)5Ru-pyrazine-Ru(NH3)5]m+ (m ) 4-6)
have been very important to the development of our understand-
ing of through-ligand bridged intermolecular electron transfer.
Their importance is set to increase further through the advent
of modern molecular electronics research, in which electrode-
molecule-electrode conduction is studied,2 as complexes of this
type can, for example, provide simple molecular models for
incoherent charge-hopping through molecular wires such as

(In this3 oligoporphyrin molecular wire a graduated redox
potential is achieved and the molecule appears as two diodes4

in series.) In particular, a very important series of electron-
transfer model compounds is the symmetricR,ω-dipyridylpoly-
ene complexes of Ru(NH3)5 designed by Woitellier, Launay,
and Spangler5,6

which have been synthesized forn ) 0-5 andm ) 4-6
(see later for full names and registry numbers). For these
molecules, the intermetallic coupling has been extracted5-10 from

the transition moment of the observed intervalence charge-
transfer absorption band of the 5+ ion. The intermetallic
coupling for alkane-bridged bis-ruthenium complexes is also
available,11 as is that for linear polyphenyl bridges.12

These molecules are nominally rigid with well-defined
geometries covering a range of intermetallic spacings and
provide quality data for the construction and verification of
theories of through-molecule electron transfer (see, e.g., refs
13-15). Unfortunately, while a priori calculations for electron
transfer within organic molecules are now routine, effective
computational methods for inorganic complexes are still under
development.16-18 One additional effect which must be con-
sidered is that solvent molecules interact strongly with highly
charged ions, and in such these interactions are central to
electron-transfer energetics. Other difficulties associated with
the feasibility of large scale configuration-interaction calcula-
tions16-18 and difficulties in using Fock-matrix eigenvalue
differences to approximate state energy differences arise in
traditional ab initio approaches, while in density-functional based
approaches our imprecise knowledge of the physical significance
of Kohn-Sham orbital energies is a significant limitation.

So far, three approaches have been used for modeling electron
transfer in theR,ω-dipyridylpolyene complexes: the empirical
extended-Hu¨ckel treatment of Joachim, Launay, and Woitellier,19

our augmented self-consistent-field (SCF) approach,10 and a
"CINDO/CI" approach of Sizova et al.,17,18 all of which yield
realistic descriptions of the observed data. The Hu¨ckel treatment
is important in that it shows that the intermetallic coupling is
controlled by simple and well-known chemical effects. Further,
approaches such as this are important to the development of
the fundamental theory of electron transfer as they can yield
analytical solutions15 and be readily applied in practical problems
involving the modification or adaptation of well-characterized
systems. The recent interesting CINDO/CI scheme of Sizova
et al.17,18 is an a priori scheme with more advanced treatment
of the electronic interactions; the quality of the results will again
depend on the quality of the (possibly solvent-dependent)
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parametrization and are not readily subject to systematic
improvement, however. In our augmented SCF approach, the
ligand was treated ab initio but a two-parameter model was used
to connect it to the solvated metal centers. The observed changes
in the coupling as a function of ligand length were then directly
interpreted in terms of the ab initio evaluated properties of the
ligand. Nevertheless, this method contains significant empirical
elements and is not fully satisfactory.

Effects of Solvation

The origin of the solvation effect is clarified by considering
the oxidation of Fe2+ to form Fe3+. In the gas phase, this process
requires20 30.64 eV energy, but in aqueous solution it requires
only 5.21 eV (the standard electrode potential is 0.77 eV with
respect to the hydrogen electrode for which the absolute potential
is21 4.44 eV). Interpreted using Koopmans’ theorem, this implies
that the HOMO orbital of Fe2+ is raised in energy by 25.43 eV
as a consequence of solvation.

While in empirical and semiempirical approaches solvent
effects can be implicitly included through the parametrization,
in principle the operation of such a large solvation effect
suggests that no ab initio or density-functional calculation could
be performed for a transition-metal complex unless solvation
is explicitly included. In practice, gas-phase calculations on
transition-metal complexes have been shown to be quite
successful in a number of areas, however, and this comes about
because the orbital occupation is oftennotaffected, even though
the orbital energy changes are large. Further, because solvation
has very similar effects on all of the orbitals of the metal and
hence, for example, the relative ordering of the d orbitals often
remains invariant.

Indeed, the relative ordering of the orbitals is not affected
by solvation of the Woitellier, Launay, and Spangler complexes.
We exploit this and optimize gas-phase geometries for the ions
with m ) 4 (II-II complexes) forn ) 0, 1, 2, 3, 4, and 6 using
the B3LYP density functional with a 3-21G basis set via
Gaussian-94,22 and the resulting optimized structures are shown
in Figure 1. All subsequent analyses are performed at these
geometries; technical innovations necessary to complete calcula-
tions of this type on large bis-metal complexes are discussed
elsewhere.23 In these calculations, systematic overestimates of
ruthenium to ammonia nitrogen bond lengths of 0.05 Å and
ruthenium to pyridyl nitrogen bond lengths of 0.10 Å occur
(for similar studies see, e.g., refs 24-27); while this does have
some quantitative effects on metal to ligand couplings26 and
has large effects on properties such as d-d transition energies,28

it is ligand-length independent and is not expected to affect our
conclusions.

During the geometry optimizations, all molecules were
constrained toC2h symmetry, with theπ symmetry plane
bisecting pairs of equatorial ammonia ligands. Although these
molecules are believed to be planar and rigid, significant
conformational flexibility occurs,10 particularly for the sterically
strainedn ) 0 species. Using model experimental torsional
potentials, we have introduced a correction for this effect into
the observed coupling strengths. Later in Table 2 where
calculated and observed couplings are compared, we report both
the raw observed couplings,Jraw, and those10 as modified for
ligand flexibility, Jcorr.

There is also a class of electronic structural properties which
are significantly affected by solvation for which the solvation
can be treated as a perturbation to the gas-phase property. An
example of this is the metal-to-ligand charge-transfer absorption
band center of ruthenium complexes,24,26,29 though, provided

specific solvent-solute interactions such as hydrogen bonding
are not involved, such spectral properties can be evaluated
directly for solvated molecules using self-consistent reaction-
field (SCRF) technology.30

However, a property which cannot reliably be determined
from the gas-phase electronic structure is the intermetallic
couplingJ in extended bis-metal complexes. This is because it
arises as a result ofthrough-bondinteractions, interactions which
are very sensitive to the energy gaps between the metal and
ligand orbitals.9,13-15,31-33 An a priori means by which these
couplings could, in principle, be evaluated is via SCRF theory.
This approach implicitly does retain parameters relating to the
solvent dielectric response and the description of the solute’s
cavity within the solvent, but, particularly with the advent of
the SCIPCM technique of Tomasi34 in which the solvent cavity
is defined based on the molecular electron density, these
problems have been largely overcome.

Table 1 shows the self-consistent-field (SCF) calculated
orbital energiesE obtained using a 3-21G basis set for the bis-
ruthenium complex of 4,4′-bipyridine (n ) 0) for the gas phase
and for aqueous solution using SCIPCM. Included therein are
data for the ligand highest and second-highest occupied fragment
orbital (HOMO and SHOMO), and for the three pairs of metal
t2g-type d orbitals (for convenience these are labeled according
to their description in the full molecularC2h point group). As
intermetallic couplings are controlled by the energy differences
between the metal and bridge orbitals, the energy differences
from the ligand HOMO orbitals∆E are also included in the

Figure 1. SCF/3-21G ligand HOMO orbitals andC2h B3LYP/3-21G
optimized geometries (projected onto the symmetry plane) for [Ru-
(NH3)5-R,ω-bipyridylpolyene-Ru(NH3)5]4+ complexes of varying poly-
ene chain lengthn. Note the increasing polyene-type character as the
chain length increases.
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table, as are the solvation energies∆ES evaluated as the
difference of the solution and gas-phase orbital energies.

It is immediately clear that solvation has a similar effect on
all orbitals considered, the average solvation energy∆ES being
-10.68 eV with a standard deviation of just 0.12 eV or 1% of
the total. Its absolute magnitude is also readily understood in
terms of the Born solvation model35

for a charge change fromqi to qf in a cavity of radiusa in a
dielectric medium of dielectric constantε; using the value of
the radius ofa ) (3V/4π)1/3 + 0.5 Å ) 5.1 Å as recommended
by Gaussian-94 whereV is the volume throughout which the
electron density of the molecule exceeds 0.001 au, this evaluates
to ∆ES ) -12.1 eV, in good agreement with the sophisticated
SCIPCM result. For the case of the oxidation of Fe2+ in water
discussed previously, this simple treatment (usinga ) 1.48 Å
obtained for high-spin Fe3+) predicts ∆ES ) -24.1 eV, in
excellent agreement with the experimental value of-25.43 eV.

The 1% variation discussed above is systematic in nature in
that the metal orbitals shift more than do the ligand orbitals,
and this has a severe impact on the ligand to metal orbital energy
differences∆E which increase by 50-100% on solvation.
Hence, this small variation of a large quantity becomes one of
the most significant factors in determining intermetallic cou-
plings. This is manifest in the calculated splittings between the
paired metal orbitals, a very useful descriptor of the intermetallic
coupling strength: in some cases, this changes by over an order
of magnitude on solvation.

While SCRF-based approaches offer a way forward, they have
many disadvantages. First, they dramatically increase the
computation time and degrade convergence, serious problems
given that the evaluation of properties of inorganic complexes
such as these are inherently both computationally expensive and
poorly convergent. Second, manipulation of symmetry informa-
tion provides many simplifications, facilitating the evaluation
of intermetallic couplings in symmetric systems. Algorithms
such as SCIPCM which determine numerically the location of
the solvent surface thus must construct surfaces which precisely
obey the symmetry constraints, but many programs including
Gaussian-94 do not do this. Finally, it must be established that
SCRF approaches can faithfully reproduce the effects of
differential ligand and metal solvation.

Orbital Shifting

Our aim is to find a readily applicable method for the
evaluation of intermolecular couplings through molecular wires

and switches. In this capacity we have already23 considered
oligoporphyrin systems3,36 connected to metals both via inner-
ring complexation and via 1,10-phenanthroline linkages. These
systems can be very large, e.g., bis-metal porphyrin tetramers,
and so a robust an efficient computational scheme is essential.
We proceed by introducing a heuristic scheme based on
modification of the gas-phase orthogonalized molecular Fock
matrix F. To each diagonal matrix elementFµµ with µ located
on one of the metal centers is added an offset energye0 which
is intended to model the differential solvation between metal
and ligand orbitals. This assumes that the solvation of each metal
orbital is the same (the standard deviation in this quantity from
Table 1 is 0.25 eV) as is the solvation of each ligand orbital.
Simply by repetitive diagonalization of the modified Fock
matrix, the entire manifold of possible solvation effects is
modeled as a function of one parameter,e0.

Calculatedπ-molecular-orbital eigenvalues for [Ru(NH3)5-
4,4′-bipyridine-Ru(NH3)5]4+ as a function of the metal energy
shift e0 are shown in Figure 2. This plot consists of a set of
horizontal lines (corresponding to the ligand orbitals) intersected
by a set of lines of unit slope (corresponding to the metal
orbitals), complicated somewhat through the presence of avoided
crossings. Each avoided crossing corresponds to a resonance
between metal and bridge orbitals. The molecular orbitals most
reminiscent of the metal dπ orbitals are identified by projection
onto thee0 ) ∞ solution and are indicated in Figure 2 by circles.
When a resonance is crossed, the identity of the orbitals so
selected changes. Ate0 ) 0 (i.e., the actual SCF gas-phase
result), only the metal dπ orbitals lie within the ligand band
gap (-20 to -10 eV), although they in fact lie within the

TABLE 1: SCF Orbital Energies E for
[Ru(NH3)5-4,4′-bipyridine-Ru(NH 3)5]4+ and the Relative
Energies∆E from the Ligand HOMO Evaluated for the Gas
Phase and for Aqueous Solution Using the SCIPCM
Model,34 as Well as the Orbital Solvation Energy∆ES

a

gas phase solution

orbital symmetry E ∆E E ∆E ∆ES

dπ bg -19.03 1.13 -8.34 1.34 10.69
dπ au -19.48 0.68 -8.73 0.95 10.75
dz2-x2 ag -19.68 0.48 -8.87 0.81 10.81
dz2-x2 bu -19.68 0.48 -8.93 0.75 10.75
dxy ag -19.70 0.46 -8.92 0.76 10.78
dxy bu -19.70 0.46 -8.98 0.70 10.72
ligand HOMO au -20.16 0 -9.68 0 10.48
ligand SHOMO bg -20.32 -0.16 -9.84 -0.16 10.48

a All energies are in eV.

∆ES ) -1
2

ε - 1
ε

qf
2 - qi

2

a
(1)

Figure 2. Orbital eigenvalues for [Ru(NH3)5-4,4′-bipyridine-Ru-
(NH3)5]4+ obtained after adding the energy shifte0 to the gas-phase
orthogonalized 3-21G Fock matrixF. (s) bg orbitals, (- - -) au

orbitals, (b) bg dπ orbital; (O) au dπ orbital.
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ligand-HOMO resonance zone. Values ofe0 so large as to take
the dπ orbitals above the ligand LUMO (>10 eV), and values
so small as to place the metal 5p or eg-type 4d orbitals below
the ligand HOMO (<-16 eV) are unphysical in that they would
lead to a change in orbital occupation (corresponding to ligand
reduction or oxidation) and also actually require a new Fock
matrix. Nevertheless, the behavior of the system in these regions
remains interesting as different behavioral patterns are exposed.

Intermetallic Coupling

Intramolecular electronic coupling is usually described in
terms of aneffectiVe two-leVel model, i.e., a model which treats
the system as if it were composed only of donor and acceptor
orbitals (in this case the two metal dπ atomic orbitals) coupled
with an effective couplingJ. Such approaches are ubiquitous
in electron-transfer modeling, however, and for hole-transfer
equate|J| to half of the difference between the ionization
potentials arising from oxidation from the two molecular orbitals
produced by the interaction. Using Koopmans’ theorem, this
becomes simply half of the calculated splitting between the two
dπ molecular-orbital energies. Spectroscopic experiments on the
5+ ions can provide a direct experimental measure of the
magnitude of the effective two-level couplingJ. If the charge
is delocalized over both metal centers (as in the Creutz-Taube
ion), then the ion has high symmetry and 2|J| is the energy of
the lowest electronic excitation; however, if the charge localizes

to form asymmetric mixed-valence II-III species, (as is the case
for the ligands considered here), then the intensity of the
intervalence transition, in the absence of electron configuration
interaction, scales7,8 proportional toJ2. Intermetallic couplings
for the R,ω-dipyridyl polyene complexes extracted in this
fashion from intensity data are given in Table 2 and Figure 4
(note that this interpretation does not allow for possible
configuration interaction effects). They are shown in original
form as obtained from D2O solution6,10 as well as with a crude
correction for the likely nonplanarity of these quite flexible
ligands in solution.

TABLE 2: Comparison of Calculated Coupling Magnitudes Jcen (Two-Level Model, e0 at Band Gap Center),Jsolv (Two-Level
Model, e0 Given by Eqs 2 or 4), andJn

cen(n-Level Model, e0 at Band Gap Center) (in eV), the Intermetallic Separation, and the
Bridge HOMO -LUMO Gap (in eV) Evaluated for the II -II Species as Well as the Observed CouplingsJraw and Jcorr (See
Text) for the Mixed-Valence II-III Species (in eV)

observed SCF B3LYP

n R/Å Jraw Jcorr Jcen Jsolv Jn
cen gap Jcen Jsolv gap

0 11.34 0.048 0.057 0.074 0.074 0.069 11.8 0.108 0.103 5.3
1 13.75 0.037 0.041 0.051 0.050 0.035 9.8 0.095 0.093 4.3
2 16.13 0.032 0.035 0.041 0.034 0.034 9.0 0.085 0.083 3.5
3 18.53 0.028 0.031 0.025 0.026 0.019 8.3 0.077 0.077 3.0
4 20.95 0.024 0.026 0.020 0.021 0.019 7.8 0.074 0.076 2.6
6 25.80 0.012 0.013 0.011 7.0 0.077 0.077 1.3

Figure 3. SCF-calculated effective two-body intermetallic dπ couplingJ (b) and generalized electron-transfer couplingJn (s) for bridges of length
n, evaluated as a function of an imposed shifte0 of the metal atomic orbital energies.

Figure 4. Observed (Jcorr [, with error bars6) and calculated (b Jcen,
O Jsolv) intermetallic couplings on a logarithmic scale as a function of
bridge lengthn.
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Couplings|J|, evaluated from the SCF orbital energy splitting
between the two most metal-dπ-like orbitals, are shown as a
function of the Ru orbital energy shifte0 in Figure 3 for all
complexes considered. These curves are discontinuous as, when
a metal orbital crosses over a bridge orbital, the identity of the
orbital with greatest metal character changes abruptly.14,15,23

Near discontinuities,|J| becomes large due toresonanceeffects
between the metal and bridge orbitals.

The SCF gas-phase calculations (e0 ) 0) place the dπ orbitals
near resonance and hence a large value for|J| is determined;
this is a common occurrence in ab initio SCF-based calculations
on ruthenium complexes.37 Chemical evidence9,19,38,39indicates
that the dπ levels actually lie close to the center of the ligand
band gap, however, away from resonances in a region for which
the calculated coupling is much less. Unfortunately, unless very
large computations involving solvent molecules are performed,
we have no a priori method for determining the actual value of
e0 appropriate for any given solvent, but, given that the dπ levels
are known to lie close to the band center9,30,38,40 and the
insensitivity of J to e0 in this region which is apparent from
Figure 4, it would seem a reasonable assumption to select the
calculated value of|J| at the band center as the most appropriate
calculated coupling. Such couplingsJcen evaluated for the
complexes withm ) 4 (II-II species) andn ) 0, 1, 2, 3, 4,
and 6 are compared to the experimental data in Table 2 and in
Figure 4. We see that the evaluated couplings all fall within
25% of the observed ones, but a systematic error is apparent in
that the calculated couplings are too high for short bridges and
fall off at a much faster rate as bridge lengthn increases.

In an ab initio scheme, the accuracy of these calculations
could be improved by increasing the size of the basis set, by
explicitly treating solvent effects, and by explicit treatment of
configuration interaction, perhaps evaluating directly the inter-
valence transition moment for direct comparison with the
experimental data. Conceptually, two of the most significant
effects of configuration interaction are to induce deviations from
Koopmans’ theorem and to lower electronic transition energies
to ca. half of the HOMO-LUMO band gap. While our results
for n ) 0 place the metal dπ orbitals in the ligand HOMO-
LUMO gap, as seen from Figure 3 this is not so for the longer
ligands; however, explicit ionization calculations indicate that
the metal is in fact preferentially oxidized with respect to the
ligand, and so Koopmans’ theorem provides qualitatively
inaccurate results. Corrections for this effect can be made using
extensive configuration-interaction calculations; while this is
currently feasible using semiempirical approaches,17,18 it is not
so ab initio. To develop a simple, improved SCF-based ab initio
approach we assume that these effects are primarily responsible
for the incorrect placement of the metal and ligand orbitals.
Further, based on SCIPCM calculations forn ) 0 andn ) 4,
we derive an empirical expression for the energy level shift as

The couplingsJsolv evaluated using this expression are also given
in Table 2; they are very similar to the couplingsJ evaluated
simply at the center of the HOMO-LUMO band gap.

HOMO -LUMO Gap and the Bridge-Length Dependence

Often, the bridge-length dependence of the coupling is
modeled using the exponential law

whereR is the intermetallic spacing (B3LYP/3-21G values for

R are given in Table 2). This is an example of McConnell’s
law,31 although its range of validity is in fact much wider than
that as given in the original derivation.15 (Note that, because of
Fermi’s Golden Rule, this law is often expressed in terms of
the decay ofJ2 using a coefficientâ ) 2R.) From our SCF
calculations we obtain a value ofR ) 0.127 Å-1; this is very
similar to the value of 0.130 Å-1 obtained in our previous
augmented-SCF calculations,10 indicating the robustness of the
methods. However, the value extracted from the experimental
data ofR ) 0.086 Å-1 is significantly smaller than these values
but is reproducible using extended Hu¨ckel calculations.19 The
strength of this empirical method is that while both our current
and previous SCF-based approaches through Koopmans’ theo-
rem realistically describe the molecular ionization energies and
electron affinities, extended-Hu¨ckel is constructed to produce
much smaller HOMO-LUMO gaps consistent with observed
excitation energies.38 As we have demonstrated elsewhere,15

narrowing the bridge HOMO-LUMO gap results in increased
resonance and decreased bridge-length attenuation.

Using Kohn-Sham Orbitals

Like extended Hu¨ckel eigenvalues, those corresponding to
Kohn-Sham orbitals often have HOMO-LUMO gaps which
are more consistent with excited-state energetics than are those
from ab initio or semiempirical Fock matrices. It is thus
interesting to consider, whether, in a heuristic approach, the
Kohn-Sham matrix can be used as a replacement of the Fock
matrix in intramolecular coupling calculations. For theR,ω-
dipyridylpolyene complexes we thus obtained results qualita-
tively similar to those shown in Figures 2 and 3, and
corresponding calculated couplingsJcen and Jsolv are given in
Table 2 using the B3LYP density functional. Indeed, the bridge
HOMO-LUMO gap is much narrower (for comparison, cal-
culated SCF and B3LYP values are given in Table 2), and, with
the exception ofn ) 6, the metal dπ orbitals are located within
it. In this case,Jsolv is evaluated using the analogously derived
equation

The couplings are much larger than the SCF couplings and
decrease much more slowly with increasing bridge length. On
average we obtainR ) 0.024 Å-1 which is, however, nowmuch
lessthan is experimentally observed, and, at large intermetallic
distances, the coupling is actually predicted to start toincrease.
This is indicative15 of a low band-gap resonance situation.
Indeed, the calculated band gap of 1.3 eV forn ) 6 is less than
that observed41 for polyacetylene, 1.4 eV. As the bridge length
increases, the bridge HOMO and LUMO levels become increas-
ingly polyene-like, as indicated in Figure 1, and thus they are
expected to become asymptotically more like those of poly-
acetylene. Further, the difference between the double and single
bond lengths at the center of then ) 6 chain is just 0.065 Å,
less than the value of 0.07 Å observed for polyacetylene.41,42A
known problem with most density-functional schemes is that
they incorrectly produce no band gap in extendedπ systems,43-45

and indeed previously we have chosen B3LYP for applications
such as this in the hope that it would actually produce a finite
band gap3.

Electronic-State Dependence of the Coupling

A possible cause of the discrepancies found between the
calculated and observed couplings is that the calculations were
performed for symmetricm ) 4 II-II ions while the experi-

e0 ) 5.0+ 0.3n eV (2)

|J| ) Ae-RR (3)

e0 ) -0.3+ 0.3n eV (4)
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mental data is obtained for the asymmetricm ) 5 II-III ions;
while analogous couplings in organic molecules are usually very
similar,3 geometric and/or electronic structure variations in
transition-metal complexes allow for the possibility of oxidation-
state dependent coupling. It is usually believed30,46 that the
coupling in bis-ruthenium II-II and II-III ions is quite similar,
however. To test this, forn ) 0 at the geometry ofm ) 4 we
evaluated spin-unrestricted the energies of the2Bg ground and
2Au first excited states of them) 5 symmetric ion and compared
these to the orbital energy separations evaluated previously at
e0 ) 0. At the SCF level these give|J| ) 0.180 and 0.226 eV,
respectively, while from B3LYP the results are 0.115 and 0.108
eV, respectively. This agreement is quite good and parallels
that found in organic molecules,3 the greater deviation found
for the SCF results being due to the bridge and metal orbital
energy levels being near-degenerate and hence the coupling is
very sensitive to small changes, while for B3LYP the metal
orbitals lie in the middle of the bridge band gap.

Geometric Dependence of the Coupling

Also, there is the possibility that the intermetallic coupling
is strongly geometry dependent: our calculations were per-
formed at symmetric geometries for the II-II species rather
than at asymmetric II-III geometries. As a partial test of this
effect we optimized using B3LYP within theC2h point group
the structure of then ) 0, m) 5 complex; the SCFJcenchanged
only slightly, however, from 78 to 65 meV. Calculations such
as these on open-shell systems are considerably more difficult
than those for them ) 4 ions, and at this stage it appears that
our approach in using calculations on II-II ions to model
properties of the II-III ions is justified.

Interference Effects

In molecular electronics applications it is more likely that
the ability of the electronic coupling to facilitate long-distance
electron or hole transport, rather than the ability to drive light
absorption, will be of key importance. Effective two-level
models are typically used to describe such processes, but in
reality many coupling paths through the bridge can operate
simultaneously and interference effects are possible. We have
developed a comprehensive theory13-15 to describe this effect
for the situation in which some signal (e.g., excitation, oxidation,
or reduction) happens instantaneously at the donor position in
a molecule, this signal then being conducted through a bridge
to an acceptor from which it decays into a bath. We find that it
is possible to describe the resulting kinetics in terms of an
effective n-level coupling Jn which is dependent on the
Hamiltonian for the system and one other parameter, a damping
factor σ13 which effectively sets the quantum yield for the
process. The Hamiltonian can be obtained in a number of ways,
representing, e.g., interactions between atomic orbitals (the Fock
matrix), or interactions between electronic states (configuration-
interaction matrices), etc. Here, we use the Lo¨wdin-orthogo-
nalized Fock matrix for the entire donor-bridge-acceptor
system, or, heuristically, the Lo¨wdin-orthogonalized Kohn-
Sham matrix.

The donor and acceptor parts of the molecule are thus coupled
simultaneously through all of the molecular orbitals of the
bridge, and resonance and interference effects are possible. In
previous calculations for electron and hole transport through
ruthenium and copper oligoporphyrins,23 we found extremely
strong interference effects arising from simultaneous electron
transfer through 6-10 bridge orbitals. We have repeated these
calculations for the dipyridylpolyene bridges and find qualita-

tively similar results. Calculated values ofJn evaluated from
the SCF Fock matrices are shown in Figure 3 and Table 2; as
before,23 we setσ ) 0.03 so that the quantum yield is ca. 90%.
Jn closely parallels the metal dπ orbital spacing in the bridge
HOMO-LUMO gap near the LUMO side but falls to zero on
the HOMO side; this reflects the chemical picture40 that the
coupling in these complexes occurs largely thought the ligand
LUMO. While coupling through the HOMO is strong, it is
canceled by coupling through lower-lying orbitals. Note that
our computation schemes evaluates (from the quantum kinetics
of the original disturbance) only|Jn| and, as the coupling is a
signed quantity, does pass through zero due to interference
effects. Sizova et al.17,18have also performed calculations using
this time-dependent formalism for the intermetallic coupling in
these complexes implemented using CINDO methodology.

The calculated couplings obtained using the Kohn-Sham
matrix pass through a minimum as the bridge length increases
due to the falling band gap bringing bridge levels into resonance
with the metal dπ orbitals. While this effect is clearly inap-
propriate for theR,ω-dipyridyl complexes of Ru(NH3)5, sub-
stituent effects can change the relative locations of the metal
and bridge orbitals and hence make enhanced long-range
coupling a possibility for other molecules. Previously,9 we have
considered these effects in detail and made specific predictions.
The results of this study, which indicate that the effective band
gap is much narrower than the differences between the ionization
energies and electron affinities, suggest that the effects described
therein will in fact be considerably enhanced. The experimental
synthesis and characterization of systems analogous to theR,ω-
dipyridyl complexes of Ru(NH3)5 thus appears as a priority.

Conclusions

The a priori evaluation of intermetallic couplings in transition
metal complexes remains a difficult computational task. We
have examined the primary causes for thisshow solvent effects
modulate metal and ligand orbital energies, and how configu-
ration interaction voids Koopmans’ theorem to reorder electron
affinities and ionization potentials and to reduce the ligand
HOMO-LUMO gap. All computational schemes used to date
for problems of this type have involved some empiricism; we
introduced a new scheme in which empiricism remains but for
which chemical and/or computational evidence can be used to
determine values for the one empirical parameter. Once chosen,
computations at the ab initio SCF level (or, heuristically, using
the Kohn-Sham matrix in place of the Fock matrix) can then
be performed for a wide range of complexes. The results
presented here show that the method is readily applicable to
large systems for which couplings within 25% of experimental
values can be obtained. Elsewhere,23 we have successfully
applied this approach to model chemical control of intermetallic
coupling through oligoporphyrin3,36 molecular wires, isolating
the key intramolecular interactions, and hence designing new
systems with improved features.
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Registry Numbers (supplied by the author).n ) 0: de-
caammine[µ-(4,4′-bipyridine-N:N′)]diruthenium (4+) 36451-88-
4, (5+) 54065-65-5;n ) 1: decaammine[µ-[4,4′-(1,2-ethenediyl)-
bis[pyridine]-N:N′]]diruthenium (4+) 78147-57-6, (5+) 77305-
51-2; n ) 2: decaammine[µ-[4,4′-(1,3-butadiene-1,4-diyl)bis-
[pyridine]-N:N′]]diruthenium (5+) 106219-83-4;n ) 3: de-
caammine[µ-[4,4′-(1,3,5-hexatriene-1,6-diyl)bis[pyridine]-N:N′]]-
diruthenium (5+) 118484-83-0;n ) 4: decaammine[µ-[4,4′-
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(1,3,5,7-octatetraene-1,8-diyl)bis[pyridine]-N:N′]]diruthenium (5+)
118494-84-1.
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